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1. Summary L.

The second year of AFOSR suport at the University of
California, Santa Barbara (.Ue as allowed us to make
significant strides in exploring the potential of vector quant-
ization for source coding. Some of this work is described in
the attached list of references. Some of the studies
reotc-in-the-previoue-re~pei.-144. he-be completed,
including predictive vector quantization anA rate distortion
modeling of speech using a composite source model to
obtain rate distortion bounds on performance of vector
quantization. Particularly important results in the second
year include the development of a new family of fast search
algorithms for pattern matching and the development of
Hierarchical Vector Quantization. Several other promising
studies, including compandor /lattice coding, were still in
progress when the grant terminated.
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2. Objective

Vector Quantization (VQ) is the constructive implementation
of the block source coding idea used by Shannon to obtain his fun- ..-

damental results on the ultimate rate-distortion performance
theoretically achievable. The goal of this project was to explore
constructive techniques for VQ that will circumvent the exponen-
tial growth of complexity with dimensionality (block size) that is
associated with block source coding. The intent is to develop new
tools and algorithms that will significantly advance the state of the
art in efficient digitization of analog signal sources. The experi-
mental evaluation of new techniques has focused primarily on
speech signals although we have also been applying some of our
ideas to image coding.

3. Introduction

In the first year of this project, a major start-up effort was
needed to establish a viable research program in VQ. A new
laboratory and a new computer facility were established to couple L
theoretical work with experimental computer simulation studies.
Thanks to the AFOSR grant, this transition was quite rapid and
effective and a very active research program in VQ has been esta-
blished at UCSB. Several students have been involved in the pro-
gram, including two senior graduate students as research assis-
tants.

The application of our work to speech coding provides a
benchmark to compare the effectiveness of VQ with well esta-
blished and highly evolved conventional methods for speech cod-
ing. In this way. we have been able to realistically assess the
impact and effectiveness of VQ techniques.
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The next few sections briefly describe the major research
accomplishments resulting from the AFOSR support.

4. Fast Search Algorithms for Pattern Matching

Given an optimal codebook for VQ, generated by a clustering
algorithm based on (random) training data, it has been generally
assumed by workers in vector quantization that the usual exhaus-
tive search encoding is needed to find the nearest neighbor code-
word for a given input vector. The resulting complexity depends
exponentially on dimensionality so that a dimensionality beyond
approximately 10 becomes technologically infeasible to implement.
To avoid this severe limitation, suboptimal codebook designs have
been proposed that have special structures which avoid the need
for exhaustive search but result in a significant performance L.-
degradation. In particular, lattice codebooks, multistage quantiz-
ers, and suboptimal trees resulting from hierarchical cluster-
designs are examples of suboptimal quantizer designs.

We have recognized that it is in fact not necessary to
compromise optimality in order to reduce the encoding complex-
ity. See [1]. The basic idea is that a given codebook determines an ::.

optimal Voronoi partition of the space into nearest neighbor
regions. Each such region is defined by an intersection of hyper-
planes and by suitable precomputation it is possible to develop an
exact and optimal tree structure for searching through any given
codebook where each branch point in the tree requires a single
comparison between two -candidate codevectors. All subsequent
searching stages then depend on the outcome of previous stages.
The design of this optimal tree structure is based on the fact that
each hyperplane is defined by two codevectors and that only a
small subset of all possible hyperplanes actually determine a par-
ticular Voronoi cell. Reference [1] describes an approach that
eliminates "remote" hyperplanes.

Most, or in some cases all, of the hyperplanes defining a par-
ticular Voronoi cell are determined by the touching points, the
minimum distance neighboring codevectors, of a particular cell.
The number of hyperplanes defining each cell of a code deter-
mines the minimum complexity needed to encode a given vector
(block) by an optimal vector quantizer (source code). In order to i
understand the fundamental limits of complexity needed to per-
form optirnml coding, we studied the average number of touct, .;ig
points of an arbitrary code and obtained a sharp upper bo:',.d.
This result is reported m Ref. [2_
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We have been exploring the design of efficient algorithms for
generating an optimal encoding tree for a given codebook. The
computation to generate such a tree is an "off-line" preprocessing :
task, which once done can then be used for all real-time encoding.
However, it is nevertheless an extremely high complexity task
because the optimal tree design requires knowledge of not only
the hyperplanes bounding each Voronoi cell but also the vertices
of each cell.

We have found a very efficient approach to optimal tree design
and have implemented software for this design. Tests on the per-
formance of this algorithm have been entirely successful.
Specifically, given several codebooks we compared the encoding
performance of the optimal tree and the exhaustive search encod-
ing for each and found no degradation in distortion obtained with
the tree structured coder. Of course, the computational complex-
ity of encoding was greatly reduced. In general this approach
reduces encoding complexity from N to approximately logN. The
algorithm for the precomputation of the optimal tree is an"--
extremely high complexity one and is not pratical for higher
dimensional codebooks with the available computing resources.
This work has been reported in [7].

The promise of circumventing the exponential complexity of
codebook searching if a suitable precomputation can be made, led
us to explore alternate approaches to fast search algorithms
where a more reasonable precomputation will lead to suitable data
structures for a given codebook to support a high speed real time
VQ encoder. This study resulted in several new algorithms, all
based on a geometric approach to identifying in which Voronoi cell
a particular input vector is contained. One method retains the
goal of finding a near optimal tree structure, but uses the Voronoi
cells associated with the training set to find the tree rather than
using the true Voronoi cells associated with the resulting code-
book. As a result, the precomputation is a moderately low com-
plexity task and is readily performed for higher dimensional VQ
applications. The performance ot the resulting fast search algo-
rithm is only very slightly suboptimal in the sense that input space
is now partitioned into regions that are not identical to the Voro-
noi cells associated with the true codebook. Of course, the 'true'
codebook is obtained using a cluster-based design from the train-
ing set. Hence, the training set is the more fundamental starting
point, since it describes the source statistics and it is used to go-'.

erate the codebook.
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In addition to the tree search methods, we have developed
three alternate techniques, the Projection Method, the Hyperplane . ":

Method, and the Minimax Method for fast pattern matching. Each
allows a drastic reduction in encoding complexity for VQ by g--eatly
reducing the number of multiplications while increasing the
number of comparison operations. These algorithms have been
reported in [8].

We believe this work is a significant and new direction in

source coding. It should also have major importance in the field of
pattern recognition where the complexity of nearest-neighbor
encoding is a fundamental limitation on the capability of template
matching recognition systems.

5. Predictive Vector Coding
We have recognized that to counter the complexity problem

VQ must be combined with other redundancy removal techniques.
In particular, vector prediction can be used to exploit the correla-
tion between consecutive vectors in a vector source. Once the
inter-vector redundancy is reduced, then vector quantization can
be used to remove the intra-vector redundancy. Results using this
approach were described in last year's AFOSR final report [ 12].

This work is described in Reference [3] and with greater
depth in [4]. A more comprehensive journal paper on the
approach has been submitted for publication [9]. The major

-.result of this study was that a performance comparable to the

best obtainable by any waveform speech coder at the rate 16 Kb/s
has been obtained for the first time using VQ. Thus, we have
shown for the first time ever, that VQ has the potential of being a
competitive technique for waveform coding of speech. We have
presented a tutorial-survey of the use of VQ for waveform coding
in [11, 123.

6. Rate Distortion Bounds for Speech Coding

In the first study of waveform coding of speech using vector
quantization, Abut and Gray [6] attempted to compare the actual
attained rate-distortion with that predicted from a Markov model
of the speech signal. Their experimental results showed that the
actual performance obtained considerably exceeded the theoreti-
cally best performance predicted by rate distortion theory. This
apparent contradiction to the theoretical limitation predicted '-y
rate distortion theory is explained by the fact that the speech
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model used was grossly inadequate. We have been exploring the
application of our new techniques for VQ of speech waveforms and
have felt the need for a more meaningful model of speech so that
useful comparisons with rate distortion theory can be made. We
have developed a new model for describing speech and for experi-
mentally generating a speech-like waveform for simulation pur- .
poses. This work was reported in last year's final report [12]. A
paper on this work is in preparation.

7. Hierarchical Vector Quantization
We have recently introduced a technique for coding extremely

high dimensionality vectors that could represent linguistically dis-
tinct segments of an information source. By partitioning such a
"supervector" into a large number of minivectors and extracting a
scalar feature from each minivector, i.e., the rms energy, we form
a lower dimensionality feature vector. This feature vector may
still be of too high a dimension for direct vector
quantization/classification with a single codebook. Hence, we
repeat the process and partition this feature vector into subvec-
tors, extract a feature from each subvector, and form a higher -.
level (but lower dimensionality) vector of features. This process
could continue to yet higher levels, but it is often sufficient at this
third stage to allow direct vector quantization of the upper level
feature vector. The subvectors at each level are then each coded I
using dynamic codebook allocation determined by the next higher
level. At each level, a fixed total number of bits is optimally allo-
cated to efficiently code all subvectors at that level with the vary-
ing precision that the individual subvectors require. Finally, each
of the minivectors of the original waveform is then coded with
another set of codebooks for this level, again with dynamic code-
book allocation.

This hierarchical approacb has promising implications for
efficiently coding linguistically distinct source units for recogni-
tion, classification, or compression applications. Our best quality
speech compression so far has been obtained with this approach.
We have developed a novel speech segmentation algorithm for this
application. Further work is continuing since the termination of
the AFOSR grant to find ways to jointly optimize the family of
codebooks at different levels, to find optimal codebook allocation
algorithms, and to incorporate perceptual weighting strategies
into the design and coding procedures. Two papers describing
aspects of this work that were supported in part by the AFCSR

I-
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grant are [13] and [14]. I.

B. Concluding Remarks
Vector quantization has been found to be more than a

theoretical curiosity and is now recognized as a major and viable
technique for both speech and image compression. As digital pro-
cessing and memory technology has advanced, the interest in VQ
has become widespread and is now being pursued by numerous
researchers in the U.S. and abroad. The AFOSR support has
allowed us to play an important pioneering role in exploring the
potential of VQ. Although some of our research projects could not
be completed due to the termination of AFOSR support in Sep-
tember 1982, several important new techniques were established
in our group and are being pursued by other researchers else- .
where. We have been fortunate in obtaining other sources of sup-
port for our work and some of the studies initiated under AFOSR
support are being continued at this time. We are pleased to have
had the opportunity to contribute to this important new direction
for data compression.
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